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CERBERO IN A NUTSHELL

Cyber Physical Systems (CPS) are embedded computational collaborating devices, capable of controlling physical elements and responding to humans. CERBERO aims at developing a CPS design
environment based on two pillars: a cross-layer model based approach to describe, optimize, and analyze the system and all its different views concurrently; and an advanced adaptivity support
based on a multi-layer autonomous engine.

CERBERO effectiveness is assessed in challenging and diverse scenarios: planetary explorations, ocean monitoring and a smart travelling for electric vehicle.
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